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Introduction

Microsoft Deployment Tools (MDT) et Windows Deployment Services
(WDS) sont deux services que nous pouvons installer sur un contréleur Active
Directory. Ils permettent de déployer des systemes d’exploitation Windows
directement depuis le réseau. Cette solution puissante offre également la
possibilité de personnaliser l'infrastructure en y intégrant des scripts et des
applications. Dans notre environnement de production, nous avons
effectivement intégré des agents de supervision afin de remonter
automatiquement les informations des nouvelles machines créées sur le réseau
et de les superviser des leur mise en service.

Installation de la solution de déploiement

Pour pouvoir installer notre solution, nous allons avoir besoin du
matériel suivant :

- Un controleur Active Directory (machine Windows Server 1)

- Un Deployment Share connecté a ’Active Directory (machine Windows
Server 2)

- Un réseau dédié aux déploiements

- Une machine virtuelle vierge permettant de tester les déploiements via le
réseau.

Configuration du serveur DHCP

Pour pouvoir utiliser les services de déploiement via le réseau, il est
nécessaire de configurer les options appropriées sur le serveur DHCP de
I’Active Directory. Cela permet d’autoriser le démarrage PXE, un outil qui
permet de délivrer des images systéme via le réseau.

Pour nous permettre de pouvoirs installer de maniére propre notre
serveur de déploiement WDS-MDT, nous avons suivi la liste des tutoriels

suivants. Nous avons appliqué les commandes et les actions sur nos machines.
Nous permettant ainsi d’obtenir le méme résultat.

Dans un premier temps, nous allons pouvoirs ajouter les options
nécessaires en effectuant ces commandes PowerShell. Pour 'option 60 (PXE) :


https://www.it-connect.fr/cours-tutoriels/administration-systemes/windows-server/deploiement-mdt-wds/
https://www.it-connect.fr/cours-tutoriels/administration-systemes/windows-server/deploiement-mdt-wds/

Dans la liste des options DHCF, loption 60 n'est pas disponible dans La liste, & laide de PowerShell (ou de netsh,
nous allons powoir rermédier & cela,

Sur e serveur DHCF, en Loccurrence SEMW-ADDS-01 dans mon exemple, ouwvrez une console FowerShell en tant
qu'adrinistrateur et exécutez cette commande @

Add-DhepServervdOptionCefinition -ComputerMame I05-01-Mame Lient-Ciescription "PAE Suppart"-Cptionlc

Aprés gvoir actualisé la console DHCR, on peut woir que cette option est accessible

Options Etendue ? x
Général  Avance

| Options disponibles Descriptior
[ 049 Afiichage sur systéme X Windows Tableau de
[ 060 PXECkent PXE Supps
[ 084 Mo de domaine NIS+ Nom du de
[ 065 Serveurs NS+ Liste deg a w
£ >

e

[ N IR

Figure X — Configuration de ’option 60 du DHCP sur notre AD

Une fois cela exécuter, nous allons par la suite définir des variables nous
permettant de plus facilement exécuter les commandes qui suivent. Ces
dernieres nous permettrons de pouvoirs configurer le DHCP de plusieurs

manieres nous permettant de déployer des images a travers le réseau
notamment avec les caractéristiques suivantes :

- Définition de plusieurs classes de fournisseurs DHCP pour plusieurs
architecture différentes

- Configuration d’une stratégie pour le mode BIOS x86 et x64.

- Configuration d’une stratégie pour le mode UEFI x86

- Configuration d’une stratégie pour le mode UEFI x64

En premier nous allons déclarer nos variables de nos serveurs avec nos ip que
voici :



# Nom d'héte du serweur DHCP
tDhcpServerlame = "SREWAD2E25"

# Adresse IP du serwveur WDS (PXE)
tPxeServerlp = "172.16.16. 85"

# Adresse réseau de 1'étendus DHCP ciblée
$Scope = "172.16.108.¢"

Figure X — Déclaration des variables

Puis, grace aux commandes ci-dessous, nous allons définir trois classes de
fournisseurs DHCP correspondantes a des architectures différentes. Par
exemple, la valeur "PXEClient: Arch:00007" correspond a du boot PXE pour
I'UEFI en x64

Add-DhepServervdClass -Computeriame $0hcpServerbame -Mame "PXEClient - UEFIL x64™ -Type Yendor -Data "PXEClient:Arch:80ee7" -Description
“PXEClient:Arch: Goaa7"

Add-DhepServervdClass -Computeriame $0hcpServerbame -Mame "PXEClient - UEFI x86™ -Twpe Yendor -Data "PXEClient:Arch:8e806" -Description
“PREClient : Arch: D@gas"

Add-DhepServervdClass -Computeriame $0hcpServerame -Mame "PXEClient - BIOS x86 et x64™ -Type Yendor -Data "PXEClient:Arch:8@e00" -Description
“PXEClient : Arch: Da@ea"

Figure X — Déclaration de plusieurs fournisseur DHCP

Par la suite nous allons taper cette suite de commande nous permettant
ainsi de configurer le DHCP pour réagir aux différents type de BIOS ou UEFI
selon leurs architectures :

$PolicyNameBIOS = "PXEClient - BIOS x86 et x64”

Add-DhepServervdPolicy -Computername $DhcpServeriame -5Scopeld $Scope -Name $PolicyhameBIOS -Description "Options DHCP pour boot BIOS x86 et x64™ -
Condition Or -YenderClass EQ, “"PXEClient - BIOS xB6 et xd*™

Set-DhepServervdOptionyalue -ComputerName $DhcpSerwverhame -5copeld $Scope -Optionld @86 -Walue $PxeServerIp -PolicyName $PolicyNameBIOS
Set-DhepServervdOptionYalue -Computerbame $DhcpServerName -5copeld $Scope -Optionld 867 -Walue booti\xGedywdsnbp.com -Policyblame $PolicyMameBIOS

$PolicyNameUEFIx86 = "PXEClient - UEFI x86”

Add-DhepServervdPolicy -Compubername $DhcpServerName -5Scopeld $S5cope -Mame $PolicyhameUEFIx86 -Description "Options DHCP pour boot UEFI x8B" -
Condition Or -YenderClass EQ, “"PXEClient - UEFI x86*"

Set-DhepServervdOptionYalue -Computerblame $0hcpServerName -5copeld $Scope -Optionld 68 -Walue PXEClient -Policylame $PolicyhlameUEFIxE6
Set-DhepServervdOptionYalue -Computeriame $DhcpServerName -5copeld $Scope -Optionld ©66 -Walue $PxeServerIp -Policylame $PolicyNameUEFIxB6
Set-DhepServervdOptionYalue -Computeriame $DhcpServeriame -Scopeld $Scope -Optionld €67 -Walue boot\x86\wdsmgfuw.efi -Policulame $PolicyhameUEFIx86

$PolicyMameUEFIxG4 = "PXEClient - UEFI x64"

Bdd-DhepServerwdPolicy -Computername $DhcpServerlame -Scopeld $5cope -Mame $PolicyMameUEFIxE4 -Description “Optilons DHCP pour boot UEFI x64™ -
Condition Or -VWendorClass EQ, "PXEClient - UEFI x64**

Set-DhepServervdOptionYalue -ComputerMame $DhcpServerName -Scopeld $Scope -OptionId €66 -Walue PXEClient -PolicyName $PolicyMameUEFIx6d
Set-DhepServervdOption¥alue -Computeriame $DhcpServeriame -Scopeld $Scope -Optionld €66 -Walue $PxeServerIp -PolicyName $PolicyNameUEFIxbd
Set-DhepServervdOptionyalue -ComputerMame $DhcpServerName -Scopeld $Scope -Optionld €67 -Walue boot\x64\wdsmgfw.efi -PolicyName $PclicyNameUEFIx64|

Figure X — Mise en place des différentes stratégies pour le mode BIOS et UEFI

Une fois ces éléments mis en place, notre DHCP devrait pouvoirs étre
visible depuis la machine virtuelle vierge.



Configuration des services de déploiements
WDS et MDT

Toujours en suivant les informations décrites dans les documentations
d’IT-connect, nous allons mettre en place sur noter seconde machine Windows
serveur les éléments suivants :

- Service de Déploiement pour Windows (Windows Deployment
Services)
- MDT (Microsoft Deployment ToolKkit)

Le service WDS vas nous permettre de pouvoirs déployer une image via
le réseau tandis que MDT quant a lui nous permet de pouvoirs créer une image
LTI (Lite Touche Interface) permettant I'installation automatiser de Windows.

Dans un premier temps, nous allons devoirs installer les dépendances
suivantes :

-  Windows ADK pour Windows 11 23H2
- Windows PE version Windows 11 23H2
- Installation du serveur MDT 2022

Une fois ces prérequis installer sur la machine Windows, nous allons
pouvoirs effectuer I'installation du service de déploiement. Dans un premier
temps nous allons ouvrir la console de MDT puis cliquer sur Créer un nouveau
DeploymentShare :

@ DeploymentWorkbench - [Deployment Workbench\Deployment Shares
Fichier Action Affichage
- = 7]
ffa Deployment Workbench MNem
4 Information Center
L Deployment Shares
Mew Deployment Share

Open Deployment Share
Affichage >

Actuahser

Exporter la liste...

Aide

Figure X — Création d’un nouveau DeploymentShare



Une fois créer, notre DeploymentShare vas nous permettre de pouvoirs
ajouter les OS a déployer, les applications a installer et les drivers (si présent) et
intégrer. Pour le moment nous devons par la suite mettre en place un compte de
service nous permettant de pouvoirs faire en sorte de lui données les droits
nécessaires pour accéder et lire le DeploymentShare.

# Spécifier le nom et le mot de passe du compte de serwvice
$ServiceAccounthame = “Seryice MDI™
$ServiceAccountPassword = Conwertlo-Securestring "123456789+aze@@“ -dsPlainlext -Force

# Créer le compte local
New-Locallser $ServicelccountName -Password $ServicefccountPassword -EullMame "MOT" -Description "Compte de service pour MOT™

# Ajouter les droits en lecture sur le partage

Grant-Smbsharefccess -Mame “DeplovmentShare$” -Accounthame “Seryice MOT™ -AccessRight Read -Force

# Attribuer au compte de serwvice les permissions nécessaires pour accéder aux flchiers de déploiement WDT

$MOTSharePath = “y\$env: COMPUTERNAVME)DeplovmentShares™

$Acl = Get-Acl WMDTSharePath

Rule = New-Object System.Secunity.bccessControl.FileSvsteniccessRule ("Semvice MOT", "ReadfndExecure”, "Containerlnherit, Chiectlnherit”, "Hene”,
"Allaw”)

$8cl. SetAccessRule($Rule)

Set-fcl tWMDTSharePath $Acl

Figure X — Ajout d’'un compte utilisateur permettant d’accéder au
DeploymentShare

Une fois ajouter, nous allons pouvoirs mettre en place une image
Windows 11 dans MDT. Pour ce faire, nous allons nous rendre dans notre
deploymentShare récemment créer et créer un nouveau dossier dans lequel
nous allons importer un OS.



ml Deployment Workbench

) Information Center

w [ 3 Deployment Shares

w (i MOT Deployment Share (W:\DeploymentShare)

LY Applications

L:L Operating Systems
E:i Out-of-Box Drivers
L Packages

=) Task Sequences

[ Advanced Configu
l:l__] Monitoring

Mame

I
Import Operating Systermn
Mew Folder

Affichage

Actualiser
Exporter la liste...

Aide

Figure X — Création et import d’un OS dans MDT

Une fois importer, nous allons pouvoirs créer une nouvelle « task
sequence » qui vas nous permettre de pouvoirs configurer notre OS, quel OS doit
étre inclus dans la task séquence, les mots de passes, les compte etc... Cette
derniere contient l'ensemble des tdches qui seront exécutées pendant le

déploiement de la machine.



?fi Deployment Workbench Name
: Information Center
w [ A Deployment Shares
w o MOT Deployment Share (W:\DeploymentShare)
::-_ Applications
4_._‘. Operating Systems
(& Out-of-Box Drivers
Lige Packages
w ) Task Sequences
& Windows 11

:, Advanced Conl Mew Task Sequence
| Kt {
Ly Monitorning Mew Folder

Affichage >

Couper
Copier
Supprimer
Renommer
Actualiser

Exporter la liste...
Propriétés

Bide

Figure X — Création d’une nouvelle task sequence

Une fois créer, nous allons nous rendre dans les propriété de la
séquences de tache qui vas nous donner la possibilité d’activer le parametres
suivants : « Windows Update » :



Propriétés de : Déployer Windows 11 Pro 22H2 >

General Task Sequence  OS Info

3F Add = X Remove @ Up @ Down Propeties Optiona

|- g} Initialization
I- g Validation
I- [, State Capture
|- g Preinstal
|- L Install
- [ Postinstall Cantinue on emor
4 State Restore
L Gather local only
42 Post-fpply Ceanup 7] Add = X Remove g Edit
4% Recover From Domain
I Tattoo
- (& Opt Into CEIP and WER
2 Windows Update (Pre-Application Installa
L install Appiications
(¥ Windows Uipdate (Post-Applcation Instal
4 Custom Tasks
~-(+*1 Enable BitLocker
£ Restore User Stale
) Restore Groups
-4 Apply Local GPO Package
- (g Imaging

[] Disable this step

Success codes: |03010

[T} -6 - -

el el

Figure X — Activation de Windows Update dans la séquence de tache

Une fois cela fais, nous allons devoir créer un dossier vierge (comme sur
la figure suivante) permettant de régler un bug dans MDT. En plus de cela, nous
allons aussi dans les propriété du déployment share devoirs activer uniquement
X64 car Windows 11 ne support pas le 32 bits.

mEdir “C:\Program Files (x86)\windows Kits\18\Assessment and Deplovment Kit\Windows Preinstallation Environmentiyx86\WinPE _OCs"™

Figure X — Création du dossier vierge



Propriétés de : MOT Deployment Share (W:\DeploymentShare) x

Gereral Rules Windows PE  Monitaring

Description: MDT Deployment Share

Comments:

Network (UNC) path: _'\'-.SH"-"-W[J.E‘\[anhmr! Share$
Local path: _ﬁ-::\ﬁépln}n'nentﬁhare

Flatforms Supported
] =26
xB4

[ Enable multicast for this deployment share fequires Windows Server 2008 R2 Windows Deployment Services)

Anrwler || Appliquer Aide

Figure X — Désactivation du support 32 bits du a Windows 11

Par la suite nous allons devoirs modifier le fichier se trouvant a I’adresse
suivantes : « C:\Program Files\Microsoft Deployment Toolkit\Templates » portant
le nom « Unattend_PE_x64 » et remplacer sont contenue par ceci :



| *Unattend_PE_x64 - Bloc-notes
Fichier Edition Format Affichage Aide
<unattend xmlns="urn;:schemas-microsoft-com:unattend”>
<settings pass="windowsPE">
<component name="Microsoft-Windows-5etup” processorfrchitecture="amd64" publicKeyToken="31b1
<Display>»
<ColorDepth»32</ColorDepth>
<HorizontalResolution»1824< /HorizontalResolution>
<RefreshRate»60« /RefreshRate>
<VerticalResolution»>768</VerticalResolution>
</Display>
<RunSynchronous >
<RunSynchronousCommand wcm:action="add™»
<Description>Lite Touch PE</Description>
<Order:>1</0Order:>
e <Path>reg.exe add "HKLM\Software\Microsoft\Internet Explorer\Main™ /t REG_DWORD
< /RunSynchronousCommand >
<RunSynchronousCommand wcm:action="add"™>
<Description»Lite Touch PE</Description>
<Order>2</0Order>
<Path»wscript.exe X:\Deploy\Scripts\LiteTouch.wsf</Path>
</RunSynchronousCommand >
< /RunSynchronous>
</component>
</settings>
-:."unat'l:end)|

Figure X — Patch Microsoft pour MDT Windows 11

Apres avoir modifier le ficher, nous allons pouvoirs nous rendre dans les
customsettings.ini de MDT et ajouter les éléments suivants en nous rendant dans
les propriété du DeploymentShare :

[Settings]

Priority=Detault
Broperties=MytustomProperty
[Default]

Qalnstall=Y

akipCapture=HO
2kipAdminEassword=YES
SkipProductKey=YES
skipComputerBackup=NO
2KipBitLocker=NO

_5M5T50RGNﬂME=M§§@@g§E§.locaﬂ

Timedone=165
TimeZoneName=Romance Standard Time

Figure X — Customsettings.ini de ’entreprise Networks

La modification du Boostrap.ini est aussi une étape importante car c’est
ce fichier qui se charge en premier lors du démarrage de l'environnement
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WInPE, on va retrouver le chemin réseau vers le Deployment Share, ainsi que
le nom de l'utilisateur et le mot de passe a utiliser pour se connecter a ce
partage. Nous devrons ici mettre les informations du compte utilisateur créer
plus tot qui possede les droits de lecture sur le DeploymentShare (Service_MDT
avec son mot de passe 123456789+aze@@).

[Settings ]
Prigrity=Default

[Default]
DeployRoot=%\5RY-WDS\DeplovmentShared
UserlD=Seryice WDT
UserPassmword=1234567 8%+ az e
UserDomain=5RYAD2E2S|

2kipBDikel come=YES
Eevboardlocal ePE=08c : 00RE A

Figure X — Modification du Bootstrap.ini du DeploymentShare de Networks

Une fois toutes ces étapes de terminer, nous allons pouvoirs mettre a jour
le DeploymentShare pour lui demander d’intégrer I'intégralité des changement
que nous venons de réaliser sur le MDT. Dans l'interface de mise a jour veuillez
sélectionner « Completely regenerate the boot image » permettant de recréer
une image de zéro car il peut arriver que certains parametres ne soit pas mis a

jour et cause des erreurs.

'Ej'j Deployment Workbench I Mame
) Information Center

e il CEpEERt s [CH, Operating Systems
w | MOT Deployment Share (WA DeploymentSharel o P gy

3 Applications

LY Applications Update Deployment Share
-_J‘Zi. Operating Systems Close Deployment Share
Legy Out-of-Box Drivers
L Packages Affichage i
\ Ta= &
i3 Task Sequences Actialcis
L4 Advanced Configuration :
— Exporter la liste...
L g Monitonng
Propriétés

Aide

Figure X — Mise a jour du DeploymentShare pour intégrer les modifications
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Nous allons pouvoirs passer a la derniére étape qui est de renseigner
I'image .wim que MDT nous a générer dans la console WDS.

I Services de déploiement Windows Images de démarrage 1 image(s) de démarrage
' ua - o Nom de lN'image Architecture Etat Taille décompressée Date Ver:
v [ SRV-WD5.it-connectlocal
Images d'installation B Windows 11 (Boot)  xb4 Hors connexion 2036 Mo 05/0.. 104
«| Images de démarrage -‘——-
3 Pésiphériques en attente M Assistant Ajout d'images x
2t Transmission par multidiffusion
| Pilotes Fichior image * F
& Périphériques de préinstallztion Actrve Dire |
—

Ertrez | emplacement du fichier image Windows contenant les mages & ajouter.

Emplacement du fichier

[W-\Deployment Shars\Boot \Lte TouchPE_xE4.wim Pasoout

Remargue | les images dinstalation ef de démarage par défaut (Boot wm &t
Install wam) sont présentes surbe DVD dinstalation dans le dossler '\Sources

nformabons complementaines gur les mages of les hvpes d images

Précédert Sutvart > Annuler

Figure X — Ajout de I'image aux images de démarrage de WDS

Une fois cela fait, nous pouvons tester le déploiement sur notre machine
virtuelle et nous rendre compte que la machine prend bien une ip sur le DHCP,

recoit et communique avec le serveur WDS qui peut alors lui transmettre 'image
MDT précédemment intégrer.

Une fois charger 'image nous transporte sur linterface WinPE pour nous
demander d’installer les éléments suivants :

12



A

~ Task Sequence

e i Select a task sequence to execute on this computer.
Computer Details

Locale and Time = #Windows 11

Ready O @ péployer Windows 11 Pro 22H2

Cancel

Figure X — Bon fonctionnement de WinPE et installation via LTI de 'image MDT

Ajout de fonctionnalités supplémentaires

Apres avoirs installer WDS MDT, nous avons pu passer a ’étape suivante
qui est de personnaliser notre DeploymentShare, pour cela nous avons intégrer
un déploiement automatique d’agents Zabbix nous permettant de pouvoirs
superviser ’ensemble de notre parc. Nous avons aussi intégrer un systeme de
déploiement hors ligne via la console MDT nous permettant de créer des images
ISO.

Implémentation d’application lors du
déploiement
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Intégration et export de I'image MDT en ISO

Mise en place d’'une base de donneées SQL

Sql Server Configuration Manage
File Action View Help

ez o= H

48 SOL Server Configuration Manager (Local) MName State Start Mode Log On As Process ID Service Type
Bl QL Server Senvices [0 50L Server (SOLE... Running Automatic NT Service\MSSQL... 8264 SOL Server
4. 50L Server Network Configuration (325it) F2)50L Server Agent.. Stopped Other (Boot, Syste..  NTAUTHORITANE... 0 5L Agent

e iguration (32bt) #4950L Server Browser Running Automatic NT AUTHORITY\LO... 9202

> H. SOL Server Network Configuration
> 2 50L Native Client 11.0 Configuration
B4 Azure Extension For SOL Server

Figure X — Installation du serveur SQL Express et activation des services pour
mdt

Microsoft Deployment Toolkit (MDT) permet de déployer des systemes
d’exploitation de maniére automatisée et personnalisée. Pour aller plus loin
dans la personnalisation, MDT peut utiliser une base de données SQL Server
afin de stocker et centraliser des informations spécifiques sur les machines a
déployer (nom d'ordinateur, role, emplacement, etc.).
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Pour que cette fonctionnalité fonctionne, il est indispensable d’activer certains
services SQL Server.

SQL Server (SQLEXPRESS)

Ce service correspond au moteur de base de données SQL Server. Il est
indispensable au fonctionnement de la base de données utilisée par MDT.
Lorsque l'on crée la base MDT via l'assistant du Deployment Workbench, ce
service doit étre démarré. Par la suite, lors des déploiements, MDT interrogera
cette base pour récupérer les parametres liés aux machines.

SQL Server Browser

Ce service permet aux applications clientes de découvrir automatiquement les
instances SQL Server sur le réseau, en particulier lorsque I'instance utilisée n’est
pas linstance par défaut (comme cest le cas pour "SQLEXPRESS").
Dans le cadre de MDT, ce service facilite la connexion entre le serveur MDT et
I'instance SQL.

15



i DeploymentWorkbench - [Deployment Workbench\Deployment Shares\MDT Deployment Share (EADeploymentShare)\Advanced Configuration\Database] - g X
File Action View Help

=z H
T Deployment Workbench Actions
> L Information Center Deploymert Database Databace L
v £4 Deployment Shares Servername:  MDT-PPE
{24 MDT Deployment Share (EADeploymentSt New Database
> [ Applications Instance SQLEXPRESS Configure Database Rules
> [4, Operating Systems
> & Out-of-Box Drivers Fot: View 4
» [ Packages Network lbrary:  DENMPNTW G Refresh
> [l Task Sequences —_— B Her

v [ Advanced Configuration SQLshare:  DeploymentShare$
> [ Selection Profiles
5 [ Linked Deployment Shares Database name: MOT
> [ Media
< (i)
> [ Computers
> [ Roles
> [y Locations

> [ Make and Model
> [1J Monitoring

Figure X — Configuration de la BDD sur MDT

Apres avoir procédé avec succes a I'installation du serveur SQL Server Express,
nous avons configuré la base de données MDT directement depuis la console
d'administration Deployment Workbench, fournie avec Microsoft
Deployment Toolkit (MDT).

Cette étape permet de créer une base SQL nommeée par défaut MDT, qui servira a
centraliser et personnaliser les déploiements. La configuration s’effectue via un
assistant accessible dans le menu "Advanced Configuration" > "Database" de
I'interface MDT. Celui-ci permet de spécifier :

« L’instance SQL a utiliser (par exemple : \SQLEXPRESS),
+ Lenom de la base a créer,
« Les options d’authentification.

Une fois la configuration terminée, MDT est capable d’utiliser cette base pour
attribuer automatiquement des parametres spécifiques aux machines lors des
déploiements (nom d'hote, role, parametres réseau, applications, etc.).
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Cette intégration permet d’automatiser et personnaliser en profondeur le
processus de déploiement, en fonction de criteres comme l’adresse MAC ou
Iemplacement physique des postes.

_ Microsoft SOL Server Management Studio (Administrator) Quick Launch (Ctrl+Q) Ao\ x
File Edit View Tools Window Help
(B~ 0288 BNevoey 8BRS0

| = |

Object Explorer
Connect~ ¥ ¥ (VIS
)=} 1D T-PPE\SOLEXPRESS (SOL Server 16.0.1000 - NETWORKS\Administrator)
=2 Databases

System Databases

Database Snapshots

= @ MOT

Database Diagrams

Tables
Views

BE®

External Resources
Synonyms
Programmability
Query Store
Service Broker

BE®

Storage
Security
Security

Server Objects
Replication
Management
[ Xevent Profiler

BE®

BHEHBE

H B

Figure X — Visualisation de la bdd sur le serveur SQL Express

La base de données MDT, visible ici dans SQL Server Management Studio
(SSMS), est utilisée par Microsoft Deployment Toolkit pour personnaliser les
déploiements d’images systéme. Elle permet, par exemple, d’attribuer
automatiquement un nom d’ordinateur, une configuration réseau, un role ou un
emplacement a une machine en fonction de son adresse MAC, son UUID ou
d'autres criteres.
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Sources

Pour la création et l'utilisation d’image, nous avons utiliser le site d’IT-connect
nous permettant de réaliser une installation propre des services. Leurs
documentations est retrouvable ici :

Partie 1 — DHCP

Partie 2 —- WDS-MDT
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https://www.it-connect.fr/installer-mdt-sur-windows-server-2022-pour-deployer-windows-11-22h2/
https://www.it-connect.fr/serveurs-dhcp-wds-boot-pxe-bios-et-uefi/
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